
Segmenting Scenes by Matching Image Composites

Bryan C. Russell1 Alexei A. Efros2,1 Josef Sivic1 William T. Freeman3 Andrew Zisserman4,1

1INRIA∗ 2Carnegie Mellon University 3CSAIL MIT 4University of Oxford

APPEARED AT ADVANCES IN NEURAL INFORMATION PROCESSING SYSTEMS 2009

Abstract

In this paper, we investigate how, given an image, similar images sharing the same
global description can help with unsupervised scene segmentation. In contrast
to recent work in semantic alignment of scenes, we allow an input image to be
explained by partial matches of similar scenes. This allows for a better explanation
of the input scenes. We perform MRF-based segmentation that optimizes over
matches, while respecting boundary information. The recovered segments are then
used to re-query a large database of images to retrieve better matches for the target
regions. We show improved performance in detecting the principal occluding and
contact boundaries for the scene over previous methods on data gathered from the
LabelMe database.

1 Introduction

Segmenting semantic objects, and more broadly image parsing, is a fundamentally challenging prob-
lem. The task is painfully under-constrained – given a single image, it is extremely difficult to parti-
tion it into semantically meaningful elements, not just blobs of similar color or texture. For example,
how would the algorithm figure out that doors and windows on a building, which look quite differ-
ent, belong to the same segment? Or that the grey pavement and a grey house next to it are different
segments? Clearly, information beyond the image itself is required to solve this problem.

In this paper, we argue that some of this extra information can be extracted by also considering
images that are visually similar to the given one. With the increasing availability of Internet-
scale image collections (in the millions of images!), this idea of data-driven scene matching has
recently shown much promise for a variety of tasks. Simply by finding matching images using a
low-dimentinal descriptor and transfering any associated labels onto the input image, impressive re-
sults have been demonstrated for object and scene recognition [22], object detection [18, 11], image
geo-location [7], and particular object and event annotation [15], among others. Even if the image
collection does not contain any labels, it has been shown to help tasks such as image completion and
exploration [6, 21], image colorization [22], and 3D surface layout estimation [5].

However, as noted by several authors and illustrated in Figure 1, the major stumbling block of all
the scene-matching approaches is that, despite the large quantities of data, for many types of im-
ages the quality of the matches is still not very good. Part of the reason is that the low-level image
descriptors used for matching are just not powerful enough to capture some of the more semantic
similarity. Several approaches have been proposed to address this shortcoming, including syntheti-
cally increasing the dataset with transformed copies of images [22], cleaning matching results using
clustering [18, 7, 5], automatically prefiltering the dataset [21], or simply picking good matches by
hand [6]. All these appraoches improve performance somewhat but don’t alleviate this issue entirely.
We believe that there is a more fundamental problem – the variability of the visual world is just so
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Figure 1: Illustration of the scene matching problem. Left: Input image (along with the output
segmentation given by our system overlaid) to be matched to a dataset of 100k street images. Notice
that the output segment boundaries align well with the depicted objects in the scene. Top right:
top three retrieved images, based on matching the gist descriptor [14] over the entire image. The
matches are not good. Bottom right: Searching for matches within each estimated segment (using
the same gist representation within the segment) and compositing the results yields much better
matches to the input image.

vast, with exponential number of different object combinations within each scene, that it might be
futile to expect to always find a single overall good match at all! Instead, we argue that an input
image should be explained by a spatial composite of different regions taken from different database
images. The aim is to break-up the image into chunks that are small enough to have good matches
within the database, but still large enough that the matches retain their informative power.

1.1 Overview

In this work, we propose to apply scene matching to the problem of segmenting out semantically
meaningful objects (i.e. we seek to segment objects enclosed by the principal occlusion and contact
boundaries and not objects that are part-of or attached to other objects). The idea is to turn to
our advantage the fact that scene matches are never perfect. What typically happens during scene
matching is that some part of the image is matched quite well, while other parts are matched only
approximately, at a very coarse level. For example, for a street scene, one matching image could
have a building match very well, but getting the shape of the road wrong, while another matching
image could get the road exactly right, but have a tree instead of a building. These differences in
matching provide a powerful signal to identify objects and segmentation boundaries. By computing
a matching image composite, we should be able to better explain the input image (i.e. match each
region in the input image to semantically similar regions in other images) than if we used a single
best match.

The starting point of our algorithm is an input image and an “image stack” – a set of coarsely
matching images (5000 in our case) retrieved from a large dataset using a standard image matching
technique (gist [14] in our case). In essence, the image stack is itself a dataset, but tailor-made to
match the overall scene structure for the particular input image. Intuitively, our goal is to use the
image stack to segment (and “explain”) the input image in a semantically meaningful way. The idea
is that, since the stack is already more-or-less aligned, the regions corresponding to the semantic ob-
jects that are present in many images will consistently appear in the same spatial location. The input
image can then be explained as a patch-work of these consistent regions, simultaneously producing
a segmentation, as well as composite matches, that are better than any of the individual matches
within the stack.

There has been prior work on producing a resulting image using a stack of aligned images depicting
the same scene, in particular the PhotoMontage work [1], which optimally selects regions from the
globally aligned images based on a quality score to composite a visually pleasing output image.
Recently, there has been work based on the PhotoMontage framework that tries to automatically
align images depicting the same scene or objects to perform segmentation [16], region-filling [23],
and outlier detection [10]. In contrast, in this work, we are attempting to work on a stack of visually
similar, but physically different, scenes. This is in the same spirit as the contemporary work of [11],
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except they work on supervised data, whereas we are completely unsupervised. Also related is the
contemporary work of [9].

Our approach combines boundary-based and region-based segmentation processes together within
a single MRF framework. The boundary process (Section 2) uses the stack to determine the likely
semantic boundaries between objects. The region process (Section 3) aims to group pixels belonging
to the same object across the stack. These cues are combined together within an MRF framework
which is solved using GraphCut optimization (Section 4). We present results in Section 5.

2 Boundary process: data driven boundary detection

Information from only a single image is in many cases not sufficient for recovering boundaries be-
tween objects. Strong image edges could correspond to internal object structures, such as a window
or a wheel of a car. Additionally, boundaries between objects often produce weak image evidence,
as for example the boundary between a building and road of similar color partially occluding each
other.

Here, we propose to analyze the statistics of a large number of related images (the stack) to help
recover boundaries between objects. We will exploit the fact that objects tend not to rest at exactly
the same location relative to each other in a scene. For example, in a street scene, a car may be
adjacent to regions belonging to a number of objects, such as building, person, road, etc. On the
other hand, relative positions of internal object structures will be consistent across many images. For
example, wheels and windows on a car will appear consistently at roughly similar positions across
many images.

To recover object boundaries, we will measure the ability to consistently match locally to the same
set of images in the stack. Intuitively, regions inside an object will tend to match to the same set of
images, each having similar appearance, while regions on opposite sides of a boundary will match to
different sets of images. More formally, given an oriented line passing through an image point p at
orientation θ, we wish to analyze the statistics of two sets of images with similar appearance on each
side of the line. For each side of the oriented line, we independently query the stack of images by
forming a local image descriptor modulated by a weighted mask. We use a half-Gaussian weighting
mask oriented along the line and centered at image point p. This local mask modulates the Gabor
filter responses (8 orientations over 4 scales) and the RGB color channels, with a descriptor formed
by averaging the Gabor energy and color over 32×32 pixel spatial bins. The Gaussian modulated
descriptor g(p, θ) captures the appearance information on one side of the boundary at point p and
orientation θ. Appearance descriptors extracted in the same manner across the image stack are
compared with the query image descriptor using the L1 distance. Images in the stack are assumed
to be coarsely aligned, and hence matches are considered only at the particular query location p
and orientation θ across the stack, i.e. matching is not translation invariant. We believe this type of
spatially dependent matching is suitable for scene images with consistent spatial layout considered
in this work. The quality of the matches can be further improved by fine aligning the stack images
with the query [12].

For each image point p and orientation θ, the output of the local matching on the two sides of the
oriented line are two ranked lists of image stack indices, Sr and Sl, where the ordering of each list is
given by the L1 distance between the local descriptors g(p, θ) of the query image and each image in
the stack. We compute Spearman’s rank correlation coefficient between the two rank-ordered lists

ρ(p, θ) = 1− 6
∑n

i=1 d
2
i

n(n2 − 1)
, (1)

where n is the number of images in the stack and d i is the difference between ranks of the stack
image i in the two ranked lists, Sr and Sl. A high rank correlation should indicate that point p
lies inside an object’s extent, whereas a low correlation should indicate that point p is at an object
boundary with orientation θ. We note however, that low rank correlations could be also caused by
poor quality of local matches. Figure 2 illustrates the boundary detection process.

For efficiency reasons, we only compute the rank correlation score along points and orientations
marked as boundaries by the probability of boundary edge detector (PB) [13], with boundary ori-
entations θ ∈ [0, π) quantized in steps of π/8. The final boundary score PDB of the proposed data
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Figure 2: Data driven boundary detection. Left: Input image with query edges shown. Right: The
top 9 matches in a large collection of images for each side of the query edges. Rank correlation for
occlusion boundary (A): -0.0998; rank correlation within the road region (B): 0.6067. Notice that
for point B lying inside an object (the road), the ranked sets of retrieved images for the two sides
of the oriented line are similar, resulting in a high rank correlation score. At point A lying at an
occlusion boundary between the building and the sky, the sets of retrieved images are very different,
resulting in a low rank correlation score.

driven boundary detector is a gating of the maximum PB response over all orientations, P B , and the
rank correlation coefficient ρ,

PDB(p, θ) = PB(p, θ)
1− ρ(p, θ)

2
δ[PB(p, θ) = max

θ̄
PB(p, θ̄)]. (2)

Note that this type of data driven boundary detection is very different from image based edge detec-
tion [4, 13] as (i) strong image edges can receive a low score provided the matched image structures
on each side of the boundary co-occur in many places in the image collection, and (ii) weak im-
age edges can receive a high score, provided the neighboring image structures on each side of the
weak image boundary do not co-occur often in the database. In contrast to the PB detector, which
is trained from manually labelled object boundaries, data driven boundary scores are determined
based on co-occurrence statistics of similar scenes and require no additional manual supervision.
Figure 3 shows examples of data driven boundary detection results. Quantitative evaluation is given
in section 5.

3 Region process: data driven image grouping

The goal is to group pixels in a query image that are likely to belong to the same object or a major
scene element (such as a building, a tree, or a road). Instead of relying on local appearance similarity,
such as color or texture, we again turn to the dataset of scenes in the image stack to suggest the
groupings.

Our hypothesis is that regions corresponding to semantically meaningful objects would be coherent
across a large part of the stack. Therefore, our goal is to find clusters within the stack that are both
(i) self-consistent, and (ii) explain well the query image. Note that for now, we do not want to make
any hard decisions, therefore, we want to allow multiple clusters to be able to explain overlapping
parts of the query image. For example, a tree cluster and a building cluster (drawn from different
parts of the stack) might be able to explain the same patch of the image, and both hypotheses should
be retained. This way, the final segmentation step in the next section will be free to chose the best
set of clusters based on all the information available within a global framework.

Therefore our approach is to find clusters of image patches that match the same images within the
stack. In other words, two patches in the query image will belong to the same group if the sets
of their best matching images from the database are similar. As in the boundary process described
in section 2, the query image is compared with each database image only at the particular query
patch location, i.e. the matching is not translation invariant. Note that patches with very different
appearance can be grouped together as long as they match the same database images. For example, a
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(a) (b) (c) (d)

Figure 3: Data driven boundary detection. (a) Input image. (b) Ground truth boundaries. (c)P B [13].
(d) Proposed data driven boundary detection. Notice enhanced object boundaries and suppressed
false positives boundaries inside objects.

door and a window of a building can be grouped together despite their different shape and appearance
as long as they co-occur together (and get matched) in other images. This type of matching is
different from self-similarity matching [20] where image patches within the same image are grouped
together if they look similar.

Formally, given a database ofN scene images, each rectangular patch in the query image is described
by an N dimensional binary vector, y, where the i-th element y [i] is set to 1 if the i-th image in the
database is among the m = 1000 nearest neighbors of the patch. Other elements of y are set to 0.
The nearest neighbors for each patch are obtained by matching the local gist and color descriptors at
the particular image location as described in section 2, but here center weighted by a full Gaussian
mask with σ = 24 pixels.

We now wish to find cluster centers ck for k ∈ {1, . . . ,K}. Many methods exist for finding clusters
in such space. For example, one can think of the desired object clusters as “topics of an image stack”
and apply one of the standard topic discovery methods like probabilistic latent semantic analysis
(pLSA) [8] or Latent Dirichlet Allocation (LDA) [2]. However, we found that a simple K-means
algorithm applied to the indicator vectors produced good results. Clearly, the number of clusters,
K , is an important parameter. Because we are not trying to discover all the semantic objects within
a stack, but only those that explain well the query image, we found that a relatively small number
of clusters (e.g. 5) is sufficient. Figure 4 shows heat maps of the similarity (measured as c T

k y) of
each binary vector to the recovered cluster centers. Notice that regions belonging to the major scene
components are highlighted. Although hard K-means clustering is applied to cluster patches at this
stage, a soft similarity score for each patch under each cluster is used in a segmentation cost function
incorporating both region and boundary cues, described next.

4 Image segmentation combining boundary and region cues

In the preceding two sections we have developed models for estimating data-driven scene bound-
aries and coherent regions from the image stack. Note that while both the boundary and the region
processes use the same data, they are in fact producing very different, and complementary, types of
information. The region process aims to find large groups of coherent pixels that co-occur together
often, but is not too concerned about precise localization. The boundary process, on the other hand,
focuses rather myopically on the local image behavior around boundaries but has excellent localiza-
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Figure 4: Data driven image grouping. Left: input image. Right: heat maps indicating groupings
of pixels belonging to the same scene component, which are found by clustering image patches that
match the same set of images in the stack (warmer colors correspond to higher similarity to a cluster
center). Notice that regions belonging to the major scene components are highlighted. Also, local
regions with different appearances (e.g. doors and windows in the interior of the building) can map
to the same cluster since they only need to match to the same set of images. Finally, the highlighted
regions tend to overlap, thereby providing multiple hypotheses for a local region.

tion. Both pieces of information are needed for a successful scene segmentation and explanation.
In this section, we propose to use a single MRF-based optimization framework for this task, that
will negotiate between the more global region process and the well-localized boundary process. We
set up a multi-state MRF on pixels for segmentation, where the states correspond to the K different
image stack groups from section 3. The MRF is formulated as follows:

min
x

∑
i

φi(xi,yi) +
∑
(i,j)

ψi,j(xi, xj) (3)

where xi ∈ {0, 1, . . . ,K} is the state at pixel i corresponding to one of K different image stack
groups (section 3), φi are unary costs defined by similarity of a patch at pixel i, described by an
indicator vector yi (section 3), to each of the K image stack groups, and ψ i,j are binary costs for
a boundary-dependent Potts model (section 2). We also allow an additional outlier state x i = 0
for regions that do not match any of the clusters well. For the pairwise term, we assume a 4-
neighbourhood structure, i.e. the extent is over adjacent horizontal and vertical neighbors. The
unary term in Equation 3 encourages pixels explained well by the same group of images from the
stack to receive the same label. The binary term encourages neighboring pixels to have the same
label, except in a case of a strong boundary evidence.

In more details, the unary term is given by

φi(xi = k,yi) =

{ −s(ck,yi) k ∈ {1, . . . ,K}
γ k = 0

(4)

where γ is a scalar parameter, and s(ck,yi) = cTk yi is the similarity between indicator vector yi

describing the local image appearance at pixel i (section 3) and the k-th cluster center c k.

The pairwise term is defined as

ψi,j(xi, xj) = (α+ βf(i, j)) δ[xi = xj ] (5)

where f(i, j) is a function dependent on the output of the data-driven boundary detectorP DB (Equa-
tion 2), and α and β are scalar parameters. Since PDB is a line process with output strength and
orientation defined at pixels rather than between pixels, as in the standard contrast dependent pair-
wise term [3], we must take care to place the pairwise costs consistently along one side of each
continuous boundary. For this, let P i = maxθ PDB(i, θ) and θi = argmaxθ PDB(i, θ). If i and
j are vertical neighbors, with i on top, then f(i, j) = max{0, Pj − Pi}. If i and j are horizontal
neighbors, with i on the left, then f(i, j) = max{0, (Pj − Pi)δ[θj < π/2], (Pi − Pj)δ[θi ≥ π/2]}.
Notice that since PDB is non-negative everywhere, we only incorporate a cost into the model when
the difference between adjacent PDB elements is positive.

We minimize Equation (3) using graph cuts with alpha-beta swaps [3]. We optimized the parameters
on a validation set by manual tuning on the boundary detection task (section 5). We set α = −0.1,
β = 0.25, and γ = −0.25. Note that the number of recovered segments is not necessarily equal to
the number of image stack groupsK .

6



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Recall

P
re

ci
si

on

 

 
P

B
Data−driven detector (P

DB
)

Segmentation

Figure 5: Evaluation of the boundary detection task on the
principal occlusion and contact boundaries extracted from
the LabelMe database [17]. We show precision-recall curves
for PB [13] (blue triangle line) and our data-driven bound-
ary detector (red circle line). Notice that we achieve im-
proved performance across all recalls. We also show the
precision and recall of the output segmentations (green star),
which achieves 0.55 precision at 0.09 recall. At the same re-
call level, PB and the data-driven boundary detector achieves
0.45 and 0.50 precision, respectively.

5 Experimental evaluation

In this section, we evaluate the data-driven boundary detector and the proposed image segmentation
model on a challenging dataset of complex street scenes from the LabelMe database [19]. For the
unlabelled scene database, we use a dataset of 100k street scene images gathered from Flickr [21].
Boundary detection and image grouping are then applied only within this candidate set of images.

Figure 6 shows several final segmentations. Notice that the recovered segments correspond to the
large objects depicted in the images, with the segment boundaries aligning along the objects’ bound-
aries. For each segment, we re-query the image stack by using the segment as a weighted mask to
retrieve images that match the appearance within the segment. The top matches for each segment
are stitched together to form a composite, which are shown in Figure 6. As a comparison, we show
the top matches using the global descriptor. Notice that the composites better align with the contents
depicted in the input image.

We quantitatively evaulate our system by measuring how well we can detect ground truth object
boundaries provided by human labelers. To evaluate object boundary detection, we use 100 images
depicting street scenes from the benchmark set of the LabelMe database [19]. The benchmark set
consists of fully labeled images taken from around the world. A number of different types of edges
are implicitly labeled in the LabelMe database, such as those arising through occlusion, attachment,
and contact with the ground. For this work, we filter out attached objects (e.g. a window is attached
to a building and hence does not generate any object boundaries) using the techniques outlined
in [17]. Note that this benchmark is more appropriate for our task than the BSDS [13] since the
dataset explicitly contains occlusion boundaries and not interior contours.

To measure performance, we used the evaluation procedure outlined in [13], which aligns output
boundaries for a given threshold to the ground truth boundaries to compute precision and recall.
A curve is generated by evaluating at all thresholds. For a boundary to be considered correct, we
assume that it must lie within 6 pixels of the ground truth boundary.

Figure 5 shows a precision-recall curve for the data-driven boundary detector. We compare against
PB using color [13]. Notice that we achieve higher precision at all recall levels. We also plot the
precision and recall of the output segmentation produced by our system. Notice that the segmenta-
tion produced the highest precision (0.55) at 0.09 recall. The improvement in performance at low
recall is largely due to the ability to suppress interior contours due to attached objects (c.f. Figure 3).
However, we tend to miss small, moveable objects, which accounts for the lower performance at
high recall.

6 Conclusion

We have shown that unsupervised analysis of a large image collection can help segmenting complex
scenes into semantically coherent parts. We exploit object variations over related images using
MRF-based segmentation that optimizes over matches while preserving scene boundaries obtained
by a data driven boundary detection process. We have demonstrated an improved performance in
detecting the principal occlusion and contact boundaries over previous methods on a challenging
dataset of complex street scenes from LabelMe. Our work also suggests that other applications of
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Figure 6: Left: Output segmentation produced by our system. Notice that the segment boundaries
align well with the depicted objects in the scene. Top right: Top matches for each recovered segment,
which are stitched together to form a composite. Bottom right: Top whole-image matches using the
gist descriptor. By recovering the segmentation, we are able to recover improved semantic matches.

scene matching, such as object recognition or computer graphics, might benefit from segment-based
explanations of the query scene.
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